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DISCLAIMER: This file presents information in a potential area of automotive advanced safety system technology. The
information presented in this file is in no way intended to be, either directly or indirectly, representative of completely
formulated and organized aspects of the respective technology, and should not be assumed to be such unless it is expressly

indicated to the contrary by the inventor via a formal notification method of his choosing. It is not intended to take the place of
laws, regulations, safe driving habits or common sense. ALWAYS DRIVE SAFELY! This proviso may apply to any other works
by the inventor.
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Abstract

This systems engineering approach towards designing and developing requirements for a portion of a collision warning
and avoidance system (CWAS) is based upon experience gained while assigned to Ford Motor Company’s Research
and Advanced Engineering group. As a design engineer, | participated in the design and development of a forward
sensing system specification for a multi-sensor based collision warning and avoidance system including (but not
limited to) frequency modulated continuous wave radar, monocular vision, and yaw rate sensing modalities. The
primary suppliers for this project were Delphi Corporation and Mobile Eye Vision Systems. One intent of this project
was to design and develop a set of systems requirements leading to a forward sensing system appropriate for
commercial automotive applications with the goal of a production safety system towards the end of this decade.

The systems engineering approach towards requirements design and development applied by Ford Motor Company was
to let the supplier(s) come up with a prototype collision warning and avoidance system and then to extensively test and
evaluate the system under a wide range of operating conditions, letting the failure modes of the prototype system drive
future requirements and systems development.

This paper starts with a proposed conceptual system architecture for a CWAS. It then covers functional and
performance requirements for CWAS tasks including (but not limited to) detection, tracking, and classification along
Precrash sensing scenarios as a means to support requirements development and facilitate system testing and
verification. A brief look is then taken at testing and verification methodologies (both static and dynamic). From there,
an overview of the radar and vision systems is covered as well as how sensor and data fusion might be performed.

The last major portion of this paper includes a more elaborate description of the systems interfacing with the forward
sensing system including the sensor management system and the threat assessment unit. A more detailed look is then
taken at the subsystems within the Threat Assessment Unit including the Collision Estimator and the Path Prediction
subsystem as well as how it may interface to the Active and Passive Safety subsystems. Finally, potential subsystems
and control signals are added to the conceptual system architecture for the CWAS.
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sensor based path prediction, will aid in predicting road geometry which will be supplied as information to the features.
The target report that is produced by the FSS will be combined with the predicted path of travel to provide an estimate
of the collision conditions. Additionally, the FSS will accurately and robustly detect objects in the forward scene, track
those objects, and classify them according to vehicle or non-vehicle, small, medium, or large, moving, stationary, or
stationary with previous movement, etc. Additionally, the FSS should be able to discriminate bridges at a range of XX
meters or less.

Specific to the tasks of detection, tracking, and classification, a set of standard metrics can be used to identify
the primary processes within each task. These common metrics are input, processing, control, output, and performance.
Again note that the list is not comprehensive but gives a general idea as to some potential subtasks within each task.

Detection produces the decision on an object as being a valid or invalid target.

1) Input: The inputs to the detection task will consist of the forward Scene form the vision system, the forward
scene from radar system, yaw rate, environmental conditions, possibly GPS, and the remainder of the sensing
modalities.

2) Processing: The processing will be divided up into two sections since it is performed in fundamentally different
fashions for radar and vision . The first section is for the radar system and the second is for the vision system.
a) For radar based target identification in noise (and clutter), one goal is to maximize the effective target
signal-to-noise (and signal-to-clutter) ratios, thus maximizing the detection probability of a target. This
process involves analyzing objects (potential targets) for features and signal strengths that are related to those
of the actual target. The spectral features of targets identified in advance can be compared to spectral features
of objects (potential targets) and used in the identification algorithms. This process may be precluded by
median or other types of filtering to remove spike type clutter. Once a target has been detected, range and
range rate (velocity) information may be calculated as a function of wavelength, the speed of light,
total round-trip wave propagation time, up-beat and down-beat frequencies, frequency change, etc.
b) For vision based target identification in noise, a goal may be to match a predefined template model of an
object (actual target) to a related template model of an object (potential target) in one frame of a scene and
then find a corresponding match in a subsequent frame. This requires that the template models be known a-
priori so they can be tracked. The degree of matching can be determined in different manners potentially
including correlative methods, sum of squared difference, or simpler methods based on tokens or images.
These methods produce optic flow or image-point correspondences. Preprocessing operations are usually
performed as a precursor to template matching techniques and may including edge detection or other forms of
filtering or smoothing. Upon detecting a target, range information may be calculated by exploiting models of
the road geometry, the cameras perspective projection and camera lens specifics, knowledge of target sizes at
specific ranges, etc. Accuracy in range rate calculations is heavily dependent on the accuracy in range data.

3) Control: TBD

4) Output: Valid target(s) report

5) Performance: TBD (will partially be based on false negatives, false positives, etc. related to total system usage.)

Tracking produces a variety of kinematic quantities pertaining to a set of valid targets within the field of view.
1) Input: Valid target(s) report with additional sensor information including time, position, and variance.
2) Processing [3]: a) Initialize a tentative track

b) Process subsequent tracks as they are introduced, maintained, and removed from the system

¢) Handle divergent track conditions (multiple tracks emerging from single track)

d) Handle track swaps (tracks of targets that switch due to inability to differentiate for finite time)

e) Handle track to track associations (multiple tracks from same target)

f) Remove track from system once all sensors are no longer producing readings for a particular target.
3) Control: TBD
4) Output: Estimate of the kinematic state of valid targets at present and future time including

a) Track number

b) Tracked target location (range, range rate, etc.)
5) Performance: TBD (will partially be based on false tracks assignments, misassociations, etc. relative to total usage)

Classification produces the assignment of a valid target to a class of targets:

1) Input: Valid target(s) report

2) Processing: The processing is again to be divided up into sections for the radar and vision subsystems
a) For radar, classification is primarily dependent on vertical (elevation) and horizontal (azimuth) resolution
cell size as well as proximity of potential targets to the host vehicle. As target proximity becomes nearer,
additional features can be extracted, adding increasing spectral detail to be used in comparison to previously
identified spectral features of the actual targets. In addition, target classification via inference based on target
features may be used by comparing statistical knowledge of a potential target to that of a known target.
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b) For vision, classification is primarily dependent on the resolution, sensitivity, and dynamic range of the
vision system hardware as well as proximity of the potential target to the host vehicle. Efficiency of the
classification algorithms as well as the processing speed of the vision hardware and software are paramount
to successful real-time classification of targets.

3) Control: TBD

4) Qutput: Target classification according to:
a) type (vehicle, non-vehicle, pedestrian, etc.)
b) size (height, width, as it relates to small, medium, or large objects, etc.)

5) Performance: TBD (will partially be based on misclassifications, etc. related to total system usage)

The features (as previously noted) are the specific functional units within the CWAS which will operate on
the target reports (along with road specifics) and generate specific outcomes. The Forward Collision Warning (FCW)
system focuses on the different characteristics of alert signals including visual and audible cues of different numbers,
repetition rates, and other visual and audible properties. Visual cues are typically shown on a heads-up-display (HUD)
or specially designed dashboard mounted display unit to notify the vehicle operator of a driving situation that needs to
be addressed. A common method used to analyze potentially hazardous driving situations and a driver’s response to
them is the ‘surrogate target’ methodology [5].

Collision Mitigation by Braking (CMBB) is a feature that focuses on reducing the amount of time that
elapses between the instant a driver presses on the brakes and the instant the vehicle begins to decelerate. It also
addresses the assurance of generating full decelerative capability of a vehicle. It turns out that a very small amount of
time saved can translate into a significant reduction in stopping distance. The three primary tasks involved in CMBB
include pre-charge apply, actual application of the brakes, and panic brake assist.

Lane keeping and lane departure warning are related features and are focused on maintaining the position of a
vehicle within its lane. The primary inputs to this feature are the camera system, steering wheel angle transducer, and
steering wheel torque transducers. The short range camera field of view is monitored for lane markers to identify where
the vehicle is supposed to be traveling and any deviations to this path. The system also monitors the current driving
conditions experienced by the vehicle and performs an estimation of the vehicle state. This is then combined with the
steering wheel angle and steering wheel torque to perform the required actuation for maintaining the vehicles position
within the lane. The lane departure warning system feature notifies the driver of any deviation from the acceptable
position within a lane that has not been intentionally initiated by the driver.

Urban adaptive cruise control (UACC) is different than the adaptive cruise control systems currently in
production for vehicles operating in non-urban environments. It is sometimes also called Stop-and-Go Adaptive Cruise
Control (SAGACC). This form of cruise control has specially designed hardware, software, and algorithms dedicated
for travel in environments where there is frequent braking at low vehicle velocities or braking to a complete stop, such
as during rush hour traffic. Another feature of UACC is for cruise control operation when approaching traffic lights or
stop signs, which is a very significant task. This is partially due to the current technological limitations of existing
inertial navigation systems.

Situation awareness is an ‘idealized’ situation in which all possible sensing modalities that could be included
in a collision warning and avoidance system (radar, vision, yaw and other inertial, infrared, etc.) are fused to extract a
thorough picture of the current environment. Consider the scenario of driving a host vehicle in a suburban
neighborhood and approaching a school crossing. The GPS system or other navigation system combined with stored
road maps might provide information as to the fact that a school is nearby. The vision system might be used to extract
school crossing sign information from the side of the road or the white stripes on the ground for designated crossing
areas. Rain sensors, the use of wipers, or the vision or radar systems might be used to alert the driver of hazardous road
conditions. The vision and infrared might detect the presence of youngsters crossing the street and alert the driver to the
fact. The radar and vision system might be used to detect when the crosswalk is not being used. Thus each of the
modalities is combined to extract an overall understanding of the current state of the environment that the driver is
experiencing.

Heading control is a feature that monitors the distance to vehicles in the forward scene. It takes into account
target range, target range rate, and vehicle speed (to name a few) and can produce an audible or visual warning if the
proximity to a ‘lead’ vehicle becomes too close. The warnings are generated via the FCW system and will generally
range from low threat level to imminent collision.

Figure four on the following page gives a general idea as to how the features interact with the forward
sensing system.
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4 CWAS Systems Testing and Verification

There are two primary portions of collision warning and avoidance system testing and verification including
static testing and verification (and its performance metrics) and dynamic testing and verification (and its performance
metrics). The dynamic performance metrics are typically based on driven mileage or vehicle usage (hours spent driving
vehicle) while both are heavily dependent on human factors engineering. Human factors engineering involves detail
beyond the scope of this paper and thus negligible attention will be paid to it. Note that there are entire documents
written on this particular facet of engineering and can be found on the NHTSA website.

The static testing and performance evaluation portion of the requirements is the far simpler of the two testing
portions and involves the evaluation of the system under static conditions. This may include evaluation of both the
systems and their subsystems according to a predefined test metric under static operating conditions using a surrogate
target (or set of targets) in a controlled environment. This procedure will need to cover a full-range of environmental
conditions as well as detailed steps involved in the execution of the testing.

The dynamic testing and performance evaluation portion of the requirements is the far more complex of the
two testing portions and may be comprised of one or two portions. The first may include evaluation of both the systems
and their subsystems according to a predefined set of test metrics under dynamic operating conditions using surrogate
target(s) on a closed-course or during on-road evaluation. The second method involves the establishment of a set of
minimum vehicle-level performance requirements for system evaluation [9]. Field operational tests are typically
performed with drivers evaluating system performance in a wide range of environments under varying conditions,
using data loggers to monitor and record drive-time events in real-time. These tests will also assist in identifying two
major characteristics that a driver will exhibit when posed with a potential collision situation. The first is the amount of
time that it will take for a driver to respond to a potential collision situation and the second is the actual brake force that
the driver will use to generate decelerative forces [9]. The data loggers serve a number of important purposes during
these tests. One of the primary purposes is that a failure in system functionality can be recorded and analyzed as to its
root cause. These root causes can be tabulated and used to develop more accurate requirements leading to better
designs. However, another lesser known purpose is the fact that the logged information can be ‘replayed’ with updated
algorithms to monitor improvements in system performance. This has the important benefit of saving many hours of
road testing when analyzing the performance of say, the sensor fusion algorithms.

Many different classes of roads will need to be traveled on during the testing and evaluation process. These
will include interstates, freeways and expressways, minor and principal arterials, collectors, and local roads and streets.
This assortment of roads will need to be representative of roads and driving situations that might occur in any part of
the world where a CWAS equipped vehicle may be driven. On these various classes of roads, the differentiating
features for a particular road will need to be traveled by a range of drivers, under an assortment of environmental
conditions, being exposed to a wide range of vehicle operating conditions.

Page 10 of 23



PORTION OF TABLE
INTENTIONALLY
REMOVED

Azimuth Resolution (degrees)
Radar target information representation
Maximum number of targets for tracking

Vertical Resolution (degrees)




FIGURE

INTENTIONALLY
REMOVED




High Resolution Map Database
GPS Sensor System System

Radar Processing Sensor Fusion System dSPACE Based Data
Fusion System

[
I
I
I
I
I
I
I
I
I
I
I
I

Extract Associate Track and

Features, radar classify see Preprocessing of
detection, target data radar e unfused sensor target
& road target data vee data & road info
info.

Detect Valid Fused
sensor target data,
Vision Processing Sensor Fusion System road geometry

Extract Associate Track and

Vision Features, vision classify Associate Valid
detection, target data vision Fused sensor target
& road target data data;
info.

Track and classify
Valid fused sensor
SENSOR & DATA FUSION SYSTEM target data

iEEEEEEEE SN NN EEEEEEEEEEER

Threat Active
Assess- Safety
Sensor Management System ment I &

Unit Passive
el SYSTENE

—
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I




Output number Output of Vision System
1 Vision target information
2 Vision confidence levels
3 Vision accuracy levels

Vision road geometr

5 Vision lane information

Radar environmental conditions Vision Environmental Conditions

Output Data Fusion System Output Serves as input to (Sub)System
number

1 hreat Assessment Unit
2 hreat Assessment Unit
3 hreat Assessment Unit
hreat Assessment Unit

5 hreat Assessment Unit
hreat Assessment Unit
7 ensor Management System
ensor Management System
ensor Management System

w

10 Fused target report priority threat & errors

ensor Management System



Subjective Description of Environmental Condition or Obscurant Unit of typical measurement
Light, moderate, heavy fog
Light, moderate, heavy rain

Light, moderate, heavy snow
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Scenario # Scenario Description

Driver enters exit ramp at velocity much too high for given radius
Driver drifts at high speed across road edge onto unpaved surface

Driver drifts into adjacent lane startling that lanes vehicle operator causing incident

Subjective Description of Crash avoidance Distance variables
Brake Threat Index likelihood

Very low brake threat index Collision highly avoidable | Available distance >>> Required distance

Low brake threat index Collision avoidable Auvailable distance > Required distance
Moderate brake threat index Collision likely Available distance = Required distance
High brake threat index Collision imminent Available distance < Required distance




conditions. A general characteristic required in automotive imager performance is that the imager must have high
enough dynamic range to resolve objects under all driving conditions [13]. High dynamic range cameras will typically
have dynamic ranges of at least 100 db. Two other important characteristics of an imager are its resolution and
sensitivity.

Assuming that a ‘high quality’ image has been captured of the forward scene by the various sensing
modalities of the FSS, the next step is to use the extracted information to predict a path of travel with a high degree of
confidence. Some of the relevant information being transferred from the fusion system to the path predictor includes
road geometry, lane markers, lane position, and road edge. A vehicle may be designated as traveling in a lane while at
least fifty percent of the vehicle falls within that particular lane. The road geometry information coming from the fusion
system will typically be decomposed into short range, medium range, and long range road geometry. This information
will all be used to contribute to a ‘predicted’ path of travel for the vehicle.

The vision system will generally produce lane marker, lane position, and road edge information. Road
curvature during non-transitional vehicle states will come from the yaw rate sensor. Host vehicle location data may
come from the GPS sensor (if included) when combined with a digital road map, and each may contribute to short
range, medium range, and long range road geometry estimate. These road geometry estimates might include straight
paths, constant or non-constant curvature paths, and smooth and sharp transitions to and from straight or curved paths,
just to name a few. Thus, all sensing modalities contribute to a fused version of the predicted path of travel. However,
increased confidence levels in target identification result from a non-transitional vehicle position within a lane where
vision data can most accurately differentiate lane boundaries and lane position.

The yaw rate subsystem is primarily used in path prediction during non-transitional vehicle operation. Non-
transitional vehicle operation typically occurs while driving in a straight line or a curve of constant radius. Figure ten
below shows four curves of constant radius designated as R1, R2, R3, and R4 where R1 > R2 > R3 > R4 corresponding
to the constant radius paths in which a vehicle might travel.

R1>R2>R3>R4

Figure 10: Curves of constant radius for yaw rate analysis of predicted path of travel

The radius of curvature (and thus the predicted path of travel under the aforementioned conditions) is a function of
variables including (but not limited to) yaw rate and vehicle speed.

As has been touched on previously, there are a great number of factors contributing to the confidence levels
for the various sensor readings. These include environmental conditions, current driving and chassis state, established
sensor accuracy levels, the current path of travel, and the efficiency of the sensor management system, to name a few.
The number of sensors contributing to a particular forward scene interpretation will also affect the confidence level.
From figure one, the forward scene is divided up into three regions, designated A, B, and C. In region A, both vision
and radar information may be fused to obtain a higher degree of confidence in target and path prediction than that
obtained from the individual sensors acting alone (as in regions B and C). However, region B will yield a relatively
high confidence level with regards to the predicted path of travel specific to road edge. Region C is only available to
the radar system but will yield lower confidence levels than for fused data from region A or from region A radar data
alone.

It should be noted that generalized path prediction is feasible during vehicle lane-change transitions but will
yield a much lower confidence level in primary and secondary target identification. On the other hand, path prediction
during non-transitional vehicle operation will generally yield high confidence in path prediction and high confidence in
the identification of targets as primary or secondary.

The Active Safety and Collision Countermeasures Control system contains the chassis state estimator and the
Driver State Estimator. These two subsystems will provide inputs to the threat assessment including (but are not limited
to) brakes, steering, throttle, suspension, powertrain, and intervehicle dynamics (1\VD) signals along with driver
operating patterns. These parameters are fundamental to the processing going on in the threat estimation unit
(particularly in the collision estimation unit). The Passive Safety Control system will also contribute to threat
assessment unit processing and control. This system includes the Crash Severity Estimator and the Occupant Position
Sensing subsystem. In particular, the occupant position sensing subsystem is a camera based system which will monitor
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Anti-lock; traction control, Deceleration rate

Idle; Open; Wide open; Closed; Acceleration rate

Under steer; Over steer ; Steering wheel angle; Steering wheel torque
Suspension ‘stiffness’; damping level; Active; Semi-active; Variable
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Message type Information conveyed
Numerical
Vehicle, non-vehicle, etc.
Moving, stationary, stationary w/ past movement, etc.
Height, width, etc.,

Primary, Secondary, and Potential Primary Target classification | Vehicle, non-vehicle, etc.
Range, range rate, azimuth, efc.,
Radius of curvature, model specific, etc.,
Model specific
Relative to position of vehicle
Rain, snow, night, etc.,
0.01 t0 0.9
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Occupant Position Sensing State Estimate leading to confidence level
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